
FitProb offers an effective alternative to the 
 ineffective R2 metric for nonlinear curve fitting 

A principle requirement for an effective 
metric to analyze nonlinear curve fits is the 
ability to distinguish a good curve fit from a 
poor one.  With results usually > 0.9 for 
even obviously poor fitting curves (see 
Figure 3), the metric R2 is unable to 
achieve this basic objective.  R2 is a meas-
ure of whether the response and concen-
tration are related, which they are, and is 
not appropriate for assessing the quality of 
nonlinear fits. 

In the literature1,2,3,4, residual variance, 
which is the residual sum of squared er-
rors (RSSE) per degree of freedom, is the 
metric used for this purpose.   Residual 
variance, unlike R2, measures how well 
thet curve fits the individual data points.  If 
the data is accurately weighted, the RSSE 
is χ2 distributed and its probability makes 
an effective statistical metric, the FitProb.
The StatLIA® TrueFit™ Data Reduction 

System pools the lab’s previously run his-
torical assays to determine the correct 
weighting. 

An effective curve fit metric must be able 
to make the following determinations: 

• Assess the quality of the entire curve in
a manner that is able to discern even 
small, but significant, differences in curve 
fit quality (RSSE, Residual Variance). 
•Measure the difference between the pro-
posed curve fit dose/response relation-
ship and the observed data (RSSE).
• Include the number of data points into
the calculation to normalize the varying 
number of points in different curves. 
(Degrees of Freedom). 
•Report how closely the observed dose/
response relationship matches the true
curve (Fit Probability [FitProb]).

Fit Probability: 
• Designed for nonlinear

curve fitting
• Measures how closely

the curve fit matches
the true curve

• Provides reliable metric
for curve fit quality

Figure 1 
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 R2 can be a lousy  measure 
of goodness-of-fit, especially 
when it is  misused… 
Charles Annis, P.E., Statis-
tical  Engineering 

Table 1 Figure 1 shows two curve fits with visibly 
different quality, yet R2 failed to detect it. 
The reason is that R2 was designed to 
measure the quality of fit for linear re-
gression methods and it is not sufficiently 
sensitive to measure residual error in 
nonlinear regressions. 

Table 1 summarizes the curve fit statis-
tics for the two curves illustrated in Fig-
ure 1.  

• Bioassays
• Immunoassays
• Quantitative Tests
• Qualitative Tests
• Multiplexed assays
• Parallelism
• Immunogenicity
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What is the biological question? 
The biological question being assessed 
is how well the candidate standard curve 
matches the true dose-response curve 
of the biological reaction represented by 
the data points.  By looking at how 
R2 and FitProb are calculated, it 
clarifies why FitProb measures the 
accuracy of nonlinear curve fits and R2 
does not. 

R2 = 1 – Sum of Squared Residual 
Errors (RSSE) / Squared Total Errors 
The problem with R2 lies with the calcu-
lation of the sum of squared total errors, 
which measures the difference in magni-
tude between the data points and a hori-
zontal line drawn through the mean of 
the data points (Figure 2C). The sum of 
squared residual errors from the regres-
sion is small versus the sum of the 
squared total errors, thus resulting in 
poor sensitivity to residual error.  This 
explains why the R2 values of even bad 
fits are usually >0.9.  The squared total 
errors value dwarfs the RSSE value, 
which pushes the R2 value to 1. 

Residual Variance = Weighted Sum of 
Squared Residual Errors (RSSE) / De-
grees of Freedom 
Regression theory states that the candi-
date standard curve that best represents 
the observed data must be the closest to 
the true curve. The StatLIA® TrueFit™ 
Data Reduction system uses a weighted 
RSSE, where the residual error is multi-
plied by the weight (the reciprocal of the 

variance).  Weighting is performed to 
normalize the magnitude of the variance 
to the magnitude of the responses along 
the curve.  (Residual variance and Fit-
Prob™ require accurate weighting to be 
effective.)  The RSSE provides a quanti-
fiable metric that can be monitored dur-
ing curve fitting. The curve fit that yields 
the lowest RSSE (and therefore 
the highest FitProb) must be the one 
that most resembles the true curve. 

While the RSSE is a good measure of 
fit, it does not by itself allow one to com-
pare between curve fits that use differ-
ent numbers of data points. Thus, one 
way to normalize the RSSE value is to 
divide it by the degrees of freedom in 

Figure 2  explains the lack of sen-
sitivity of R2 by how the metric is 
calculated. The calculation de-
pends on a fraction of the sum of 
squared residual errors (RSSE) 
over the sum of squared total er-
rors. As shown in Figure 2C, the 
problem lies with the calculation of 
the sum of squared total errors, 
which measures the difference in 
magnitude between the data points 
and a horizontal line drawn through 
the mean of the data points. The 
sum of squared residual errors 
from the regression is small versus 
the sum of the squared total errors, 
thus resulting in poor sensitivity to 
residual error. 

 

Figure 2 

The squared total errors 
value dwarfs the RSSE 
value, which pushes the R2 
value to 1. 
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the data set. The degrees of freedom are 
the number of data points in the data set 
minus the number of parameters used in 
the curve fit model. For instance, if a data 
set  with nine points is fitted with a 5PL, the 
degrees of freedom would be nine minus 
five, or four degrees of freedom.  Residual 
variance equals the RSSE divided by the 
degrees of freedom. 

How good is good enough? (FitProb)   
The residual variance is a sensitive metric 
for curve fit comparisons, but does not tell 
us the likelihood that it is a good fit.  The 
biological question that needs to be an-
swered now is whether the residual vari-
ance between the candidate standard 
curve and the true curve is statistically 
valid. The hypothesis is that the candidate 
standard curve is the true curve (null hy-
pothesis).  To test this hypothesis, a statis-
tical test is needed that can measure the 
differences between populations. Since the 
residual variance is a χ2 distributed value, 
the χ2 test is the appropriate test.  The χ2 
test of the RSSE tells the percentage of 
assays that, if performed under the same 
conditions, would have a lower RSSE, or 

lower quality curve fit 5. As a percentage, 
this number is referred to as the Fit Prob-
ability, and is expressed as 0 (no fit) to 1 
(perfect fit). See Table 1 and Figure 1.  Fit 
Probability = χ2 Dist (RSSE, df) 
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Figure 3 

Figure 3 shows a range of plot-
ted data sets that increasingly 
drift from linear to nonlinear 
(logarithmic). As the data sets 
become more nonlinear, the re-
gression errors increase mark-
edly, yet the R2 values remain 
greater than 0.95 for all the data 
sets. 
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Visit brendan.com for these technical reports from Brendan Technolo-
gies: 

• Improve the accuracy of your results with  StatLIA® TrueFit™ Data
Reduction System… Where the biology defines the curve fit

• “FitProb offers an effective alternative to the  ineffective R2 metric for
analyzing curve fits from nonlinear data

• “Consistent, Accurate, Reliable Parallelism   Analysis…even for your
most difficult assays”

• StatLIA® SmartQC™ Statistical Assay Analysis: Take the guesswork
out of assay performance and result analysis.
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Visit brendan.com to download a demo version of StatLIA®. 
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